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Abstract

Defects in graphene, a recently discovered one-atom-thick material

with exceptional characteristics, may considerably alter its properties and

have negative effects on the operation of graphene-based electronic de-

vices. Defects, when deliberately created by ion and especially electron

irradiation with a high spatial resolution, may also have a beneficial effect

on the target. Thus the complete understanding of the energetics and

dynamics of defects in graphene is required for engineering the proper-

ties of graphene-based materials and devices. In this Chapter we give an

overview of the recent progress in the understanding of the role of defects

in these materials. We briefly dwell on the experimental data on native

and irradiation-induced defects in graphene, and give detailed account of

recent simulation results for point and line defects in graphene. We also

discussed at length the mechanisms of defect formation under ion and

electron irradiation as revealed by atomistic computer simulations.
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1 Introduction

Graphene – the ultimately thin honeycomb-like membrane consisting only of

sp2-bonded carbon atoms – has been one of the most attractive research sub-

jects since mono-layer graphene flakes became available for experiments.1 In-

deed, the yearly number of publications which mention graphene (see Fig. 1)

demonstrates an exponential growth. A considerable part of these publications

are theoretical studies, and the general consensus is that at the moment ex-

perimental understanding lags behind theory. This is because graphene has

been simulated by the computational materials science community well before

it was experimentally discovered. In fact, the electronic properties of this ma-

terial were addressed for the first time more than 60 years ago.2 The reason

for the early interest arose from the fact that the most stable carbon allotrope,

graphite, is formed by stacking a large number of graphene layers on top of each

other to obtain the bulk structure kept together by weak van der Waals forces

between the individual layers. Thus, to understand the physics and chemistry
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Figure 1: Number of publications per year (a) which are found with
the ISI Web of Knowledge (published by Thomson Reuters) search at
http://isiknowledge.com/ with search term “graphene” since the first report
on experiments on mono-layer graphene in 2004. The piechart shows how many
of those publications were associated with search terms “magnetism”, “band
gap” or “defect”, the last of which was combined with other related keywords.
Note that some publications are likely to be found in more than one category.
Graphene honeycomb lattice (b) with the two triangular sublattices A and B
marked along with the lattice vectors a1 and a2, as well as zigzag and armchair
lattice directions in the structure.

of graphite, one must first study graphene as the prototype material.

Humankind has used graphite in paints for centuries because the layers can

easily be detached from another and used to mark surfaces with a dark color.

More recently, graphite has been utilized in pencils and as a lubricant for the

same reason. In contrast to the weak inter-layer interaction, the intra-layer sp2

carbon bonds are among the strongest bonds known in nature – even stronger

than the sp3-bonds of diamond. Carbon is famous for the most complicated

chemistry possible for any element, which has – as an extreme example – allowed

the evolution of life on Earth through the DNA molecule. It has four valence

electrons which occupy the 2s (two electrons), and 2p orbitals. In compounds,

carbon exists in different sp-hybridizations, such as sp1, sp2 and sp3, where the

superscript denotes the number of 2p orbitals involved in bonding. Of these, sp1

leads to a 1D chain, sp2 to 2D graphene and sp3 to 3D diamond. The left-over

orbitals do not take part in the bonding. Surprisingly, graphite was also found to

exhibit peculiar electronic properties (e.g. conductivity similar to that of a poor

metal, negative temperature coefficient). When the rise of quantum mechanics
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made it possible to understand the electronic structure of materials, scientists

set out to find the underlaying reason for these properties. The early work of

Wallace2 applied a tight binding (TB) model to the π electrons of the sp2-

bonded graphene mono-layer, and showed that this material is a zero-band gap

semiconductor (or in other words, a semi-metal) with unusual linearly dispersing

electronic excitations reminiscent of relativistic Dirac electrons. However, the

role of electron-electron interactions in graphene is still a subject of intensive

research. The latest developments in the theory of the electronic structure of

graphene can be found in a recent review by Castro Neto et al..3

However, not only the academic interest has been the driving force for in-

tensive research of the electronic properties of graphene. Our time is some-

times referred to as the Information Age, and we indeed rely heavily on the

ever-increasing computational power. This has been made possible due to the

success of materials science in miniaturizing silicon-based electronic components

(mainly transistors) and increasing the speed of their operation. As the atomic

scale is being approached, it has become evident that new materials are needed

to retain the computational speed increase and circumvent the fundamental

size-related problems. Graphene and other nano-scale carbon materials, with

their extraordinary properties,3;4 have been proposed for this purpose.

An important aspect regarding electronic properties is the effect of disor-

der. This is particularly relevant to graphene grown with the chemical vapor

deposition (CVD) method. The CVD graphene is known to contain a large

number of dislocations and disordered areas, some of which may originate from

the growth processes, and some from imaging the structure5 in a transmission

electron microscope. In addition to native, pre-existing defects, defects can also

be introduced via irradiation (e.g. in outer space, nuclear reactors) or created in

a chemically harsh environment (e.g. by oxidation). Impacts of energetic par-

ticles such as electrons or ions typically give rise to formation of atomic defects

in solids, sometimes making the material unusable for a particular application.

Historically, the necessity of understanding irradiation effects in carbon mate-
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rials emerged during the 1950’s with the appearance of nuclear power plants in

which the irradiation-induced degradation of graphitic components was an im-

portant issue (see Ref.6 for an example). ISI Web of Knowledge lists 4 research

articles with search terms “graphite” and “irradiation” during the 1950’s, and

56 in the 1960’s. After this the number has steadily increased until the early

1990’s, after which it exploded to reach 1054 during the first decade of this cen-

tury. The exponential growth in the number of publications occurs at the same

time as the appearance of carbon nanotube publications (carbon nanotubes were

brought to common knowledge in 19917). During all these decades, also elec-

tron irradiation has been used to study the radiation damage effects in graphitic

materials.

Despite the detrimental effects irradiation has on the target, beams of en-

ergetic particles can also be used for tailoring material properties. The most

obvious example is ion implantation technology customarily employed in semi-

conductor industry.8 Computer simulations have shown9;10 that it is possible

to use ion irradiation to replace carbon atoms by boron and nitrogen via ion

irradiation to either dope or functionalize a carbon nanotube. Experiments have

confirmed these results.11;12 In graphene, due to the lack of curvature, this pro-

cess can be expected to be even easier. Experiments have also demonstrated

that the morphology of graphene can be changed in a controllable manner using

electron irradiation.13–15 While structural defects are known to alter the elec-

tronic properties of carbon nanomaterials,16;17 this opens up the possibility for

creating nanoscale devices for electronics from graphene.

In general, nanomaterials have a drastically different response to radiation

with respect to the bulk counterparts because of their dimensions; an energetic

particle typically passes through a nanostructure without depositing all of its

energy into the system. Moreover, the displaced target atoms customarily be-

come ejected out from the nanostructure instead of contributing to a collision

cascade. Thus, both the primary and secondary collisions in nanostructures

differ from those in bulk. Especially in the case of a monatomic layer, such
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as graphene, the conventionally used models for estimating irradiation damage

in solids fail, as demonstrated in Ref.18 The difference in deposited energies to

nanostructures and bulk under irradiation means that using irradiation in a use-

ful manner to modify nanostructures is possible with less damage as compared

to bulk structures. Despite a few recent studies,19–22 no experiments have yet

revealed ion irradiation effects in graphene at the microscopic level. Therefore,

computational work is needed as a guidance for the later experiments. Also

the microscopic processes occurring under electron irradiation of graphene have

remained unknown, as will be explained in this Chapter.

In this Chapter, we give an overview of recent theoretical progress in our

understanding of native and irradiation-induced defects in graphene with a par-

ticular stress on the theoretical results. We first discuss the observed electron-

and ion-bombardment–mediated effects in graphene, and outline the experimen-

tal techniques used to characterize these effects. Then, computational methods

employed to simulate irradiation of graphene are briefly introduced. We then

describe the variety of defects which exist in this material either naturally or

due to irradiation. Finally, we explain how irradiation can be used to modify

the properties of graphene, and why atomistic simulations play a crucial role in

understanding the active microscopic processes.

2 Experimental evidence for defects in graphene

2.1 Transmission-electron microscopy (TEM) and defects

created by the electron beam

Discussing recent scientific progress in understanding the physics of sp2-bonded

carbon, and especially graphene, without considering high resolution transmis-

sion electron microscopy (HR-TEM) is – if not meaningless – at least disin-

genuous. HR-TEM is currently the ultimate device for atomic scale imaging.

It offers a two-dimensional projection of the target material – with an atomic

resolution if the device is aberration corrected. Clearly, for such a device, the
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Figure 2: HR-TEM images of graphene. When the acceleration voltage is below
the threshold for defect production, no damage is created during imaging (a).
Brief exposure of graphene to high energy electron irradiation creates a set of
complex defect structures built from a random set of polygons (b) with a locally
slightly lowered density due to ejected atoms. Images courtesy of Jannik Meyer,
University of Ulm, Germany.

optimal target material would be a two-dimensional atomically thin membrane,

e.g. graphene. For such a target it is possible to see each individual atom if the

local atomic configuration under the electron beam remains stationary during

the exposure, as shown in Fig. 2. This property can also be used in utilizing

graphene as the thinnest possible TEM grid material for HR-TEM experiments;

when carbon atoms in the lattice are stationary, their positions can be extracted

from the TEM images completely.14 The stability of the atomic structure un-

der the beam (its radiation hardness) depends on possible pre-existing defects,

environment (for example foreign molecules present in the TEM vacuum cham-

ber), and the acceleration voltage of the TEM. When displacements of target

atoms occur due to electron impacts, it is impossible to follow the motion of

the atoms in situ because of the difference between the time scale of displace-

ment events (10−21 s) and exposure times (1 s).23 The first HR-TEM images of

graphene have revealed both the perfect honeycomb structure as well as various

defects.13–15;24

In the case of graphene, electron irradiation clearly cannot be used to intro-

duce such drastic structural changes as has been demonstrated for other carbon

nanomaterials (e.g. using carbon nanotubes and onions as pressure vessels by
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Figure 3: Metastable defects found in HRTEM image sequences. (a-d) Stone-
Wales (SW) defect: (a) unperturbed lattice before appearance of the defect,
(b) SW defect (c) same image with atomic configuration superimposed, (d) re-
laxation to unperturbed lattice (after ca. 4 s). (e-g) Reconstructed vacancy:
(e) original image and (f) with atomic configuration; a pentagon is indicated
in green. (g) Unperturbed lattice, 4 s later. (h and i) Defect image and con-
figuration consisting of four pentagons (green) and heptagons (red). Note the
two adjacent pentagons. (j and k) Defect image and configuration consisting of
three pentagons (green) and three heptagons (red). This defect returned to the
unperturbed lattice after 8 s. In spite of the odd number of 5-7 pairs, this is not
a dislocation core (it is compensated by the rotated hexagon near the center of
the structure). All scale bars are 2 Å. From Ref.14
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decreasing their diameter under a TEM beam.25;26) However, there are ways to

also alter the morphology of graphene with a TEM. For example, reorganiza-

tion of edges of large holes has been shown (Fig. 4).15 With electron irradiation,

under conditions where graphene cannot compensate the loss of atoms via bond

rotations, creation of holes and deriving monatomic carbon chains between two

such holes has been demonstrated.27;28 Overall, energetic electrons will cause

significant changes to the atomic network after a sufficient dose by introducing

a randomized polygon structure in the place of the honeycomb lattice. Typ-

ical result of continuous electron irradiation with a high enough acceleration

voltage (∼100 kV) is shown in Fig. 2(b). Curiously, most atoms remain three-

coordinated with sp2-hybridization. Hence, the structure also remains truly

two-dimensional. In the defected regions some atoms are missing and the lat-

tice has accommodated the locally lowered density by reorganizing the atoms.

The kinetic energy which allows for the reorganization is provided by the elec-

tron beam via knock-on collisions with target atoms.

2.2 Defects produced by ion irradiation

Impacts of ions can do much larger modifications to graphene lattice than what

is possible with electrons. This is mainly because of two major differences be-

tween electron and ion irradiation. Firstly, ions are much more massive than

electrons, which allows for larger momentum transfer. Also, the space angle

available for scattering is not limited in the case of ions for the same reason.

Secondly, by choosing very low irradiation energies, and carefully selecting the

ion species used in the process, it is possible to alter the local chemistry via intro-

ducing impurities. Obviously, electron irradiation can never alter the chemistry

of a target system in this way.

Ion irradiation is an attractive method for a systematic study of the role of

disorder on the properties of a material, because irradiation doses and hence

the amount of disorder can be easily controlled. A two-dimensional target

material brings in an additional advantage; very few (if any) ions will get

10



Figure 4: Edge reconfiguration. (A) Conversion of an armchair edge (top) to a
zigzag edge (bottom). The two atoms marked as blue dots in the upper frame
are gone in the lower frame, where four new carbon atoms are indicated as
red diamonds. The 7-hexagon armchair edge is transformed into a 9-hexagon
zigzag edge with a 60◦ turn. The transformation occurs due to migration of
atoms along the edge. (B) Similar behavior is observed in the kinetic Monte
Carlo simulation of hole growth, where three zigzag atoms (red diamonds, top)
disappear and two armchair atoms (blue dots, bottom) appear. From Ref.15

trapped in the target material if this is intentionally avoided by selecting a high

enough irradiation energy (above 100 eV). Already quite a few experiments on

ion irradiation of graphene have been carried out.19–22;29–32 To estimate the

ion-irradiation–induced disorder in graphene, Raman spectroscopy20;22, atomic

force microscopy21;22, local mobility measurements29 and atomic resolution

scanning tunneling microscopy19 have been used, as described below.

2.3 Experimental identification of irradiation-induced de-

fects

There are several experimental techniques which can be used to detect defects

in carbon nanostructures in general and specifically in graphene. These tech-

niques include scanning tunneling microscopy (STM)19;33 and TEM (as ex-

plained above), which can be combined with transport measurements, micro

Raman20 and other spectroscopic techniques to get the signal from specific re-

gions of the sample. Since the defects introduced with an electron beam in a

TEM are typically directly analysed from the produced TEM images, the main
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focus here is on defects produced via ion irradiation.

In Fig. 5, an example of an STM measurement of a defected area on graphite

surface (i.e. top-most graphene layer of graphite) after Ar+ irradiation is shown.

Panel (a) displays four mono-vacancies (one missing atom) which each introduce

a triangle shaped signal in spatial variation of the tunneling current. Local den-

sity of states [Fig. 5(d)] displays a peak density for a vacancy at the Fermi level

indicating a flat defect state in the electronic band structure. Similar measure-

ments, also with Ar+ ions, have been carried out for graphene.19 In these mea-

surements, the defects were found to induce disorder in the hopping amplitudes

in addition to acting as scattering centers for electrons. The most important

consequence of the disorder is the substantial reduction in the Fermi velocity,

revealed by bias-dependent imaging of electron-density oscillations near defect

sites, unlike the sharp peak at the Fermi level for a mono-vacancy [Fig. 5(d)].

In the experiment reported in Ref.19, the atomic structure of the defects was

not identified. The observed hillocks in the STM images may have originated

not only from defects in graphene, but also from defects in the substrate un-

der graphene. Moreover, most defects were likely rather produced by atoms

sputtered from the substrate rather than from the initial impacts by Ar+ ions

because the defect density appears higher than what would be expected from

the irradiation dose (5× 1011 ions/cm2).

Another commonly used technique for estimating defect concentration of

carbon nanostructures is Raman spectroscopy.34;35 It should be pointed out

that this technique can hardly be used to detect individual defects, as it pro-

vides information averaged over the finite laser spot area (typically hundreds of

nm). In Fig. 6, the measured Raman spectra are shown for a graphene sheet

irradiated with 500 eV Ne ions on top of a SiO2 substrate.20 The increase in the

D band is an indication of the appearing defects, when compared to the pristine

structure. Defect scattering was found to give a conductivity proportional to

charge carrier density, with mobility decreasing as the inverse of the ion dose.

Defected graphene was appeared to be insulating at low temperatures. The
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Figure 5: (a) 17 × 17 nm2 STM topography, measured at 6 K, showing the
graphite surface after the Ar+ ion irradiation. Single vacancies occupy both
α and β sites of the graphite honeycomb lattice. Sample bias: +270 mV,
tunneling current: 1 nA. (b) Schematic diagram of the graphite structure. (c)
3D view of a single isolated vacancy. Sample bias: +150 mV, tunneling current:
0.5 nA. (d) STS measurements of the LDOS induced by single vacancy and of
graphite. Black open circles correspond to dI/dV spectra measured on pristine
graphite and red solid circles correspond to dI/dV spectra measured on top of
the single vacancy, showing the appearance of a sharp resonance at EF . dI/dV
measurements were done consecutively at 6 K with the same microscopic tip.
From Ref.33

Figure 6: Raman spectra (wavelength 633 nm) for (a) pristine graphene and
(B) graphene irradiated by 500 eV Ne ions at a dose of 5×1012 ions/cm2. Note
increase of the intensity of the D band associated with defects. From Ref.20
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Figure 7: Ratio of the D peak and G peak intensities (ID/IG) as a function
of the ion fluence ν for a mono-layer, a bi-layer and a multi-layer of graphene.
From Ref.22

results were explained by ion-irradiation–induced localzied defect states in the

electronic band structure. Although a comprehensive data set was produced

on the effects of disorder on electronic transport in graphene, the microscopic

nature of the produced defects in the reported experiments remain a mystery.

In another recent study,22 a combination of atomic force microscopy (AFM)

and Raman spectroscopy was used to assess the effects of a substrate layer

and graphene on defect production. 500 keV carbon irradiation of mono-layer,

bi-layer and multi-layer graphene on a SiO2 substrate was carried out. At

such high energies, electronic stopping dominates as the energy transfer method

over nuclear stopping, which governs the process at lower energies. The ratio

between the D peak and the G peak in mono-layer graphene was found to be

higher than that for bi-layer or multi-layer structures (Fig. 7). This indicates a

higher amount of disorder in the mono-layer structure, and the importance of

the environment (the substrate) on defect production rate. AFM results also

demonstrated that at fluences higher than 5 × 1013 cm−2 the morphology of

mono-layers becomes fully conformed to that of the substrate, while graphene

ripples are still present on bi-layers and multi-layers.

Graphene flakes have also been irradiated with 0.4–0.7 MeV protons on

Si/SiO2 substrates.21 Again, the irradiated samples were investigated both by

Raman spectroscopy and AFM. No increase in D band intensity was reported.
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This is due to the fact that graphene becomes essentially transparent for pro-

tons with such high energies. AFM probing revelead bubble-like features which

appeared at sample surface after the irradiation. This result was explained

by agglomeration of gas molecules (most likely O2 released from the SiO2 sub-

strate). This result also demonstrates the gas-holding ability of graphene – even

after high energy proton irradiation.

Overall, despite the interesting insights into the influence of defects on

graphene properties obtained from the first irradiation experiments on graphene,

no microscopic picture of the damage production mechanism and defect types

has been obtained experimentally. Even the interpretation of STM images is not

straightforward, as various defects in graphitic systems can give rise to peaks

in the local density of states near the Fermi energy.36–38 Therefore, in order to

understand the microscopic mechanisms which are active during the formation

of these defects, atomistic simulations are needed. This is partly due to the

much shorter times for defect production as compared to the exposure times in

a TEM, and partly due to the fact that other techniques do not reveal the exact

atomic configuration of the defected graphene.

3 Computational methods

Although the main focus of this Chapter is not on the computational methods

used for graphene simulations but rather on giving an overview of the results

obtained with them regarding defects in graphene, we feel that a short descrip-

tion of the methods is helpful for the reader at this point at least for the sake of

defining the terms used later in this Chapter. For a more thorough discussion of

the methods and their specific use in simulations of carbon systems we refer the

reader to the recent review articles on the subject.39;40 Below, we will briefly de-

scribe the different approximations used in simulating electron or ion irradiation

of nanostructures. The methods are presented in the order of increasing accu-

racy (and thus transferability, but at the expense of increasing computational
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cost). We omit here the statistical methods which can be employed to model

events with macroscopic time scales (such as defect diffusion) because they can

only be used to model the system after the actual irradiation event, and even

then only when more accurate simulations have been first performed to map the

possible events and relevant energetics. We stress, however, that these methods

give useful insight when relating short-time-scale simulation results to the ex-

periments, where annealing effects inevitably take place. An example of such a

method for carbon nanostructures is the kinetic Monte Carlo model applied for

defect migration on carbon nanotubes in Refs.41;42

Molecular dynamics (MD) simulations solve numerically the equations of

motion for a set of interacting atoms with known initial coordinates ri and ve-

locities vi
43. These methods have been of great use in modeling ion irradiation

events in solids, and particularly in interpreting or predicting experimental re-

sults. Atomic interactions – both between two target atoms and between the

ion and target atoms – can be described at different levels of sophistication: em-

pirical potentials (EP), tight binding (TB) or density functional theory (DFT)

models are typically employed. All these models can also be used in static

calculations to understand energetics (and, in the case of quantum mechanical

models, electronic properties) of native and irradiation-induced defects.

MD simulations of radiation effects are normally used to provide insight into

qualitative mechanisms which cannot be directly assessed with experiments.

However, several amendments are typically necessary when MD is used in out-

of-equilibrium simulations. For radiation processes the most typically applied

modifications are electronic stopping as a frictional force44 (used with EP, can

typically be omitted for carbon nanostructures where knock-on damage governs

the ion irradiation process), realistic high energy repulsive interaction45 (if all-

electron DFT is not used) and adaptive time step (∆t), which both ensures

that the ∆t is not too large when energetic ions or atoms are present and that

no computational time is wasted with a too short ∆t when the system has

cooled down.44 It is also customary to apply one of several temperature control
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methods (see e.g. Refs.46–48) to atoms at periodic boundaries to model heat

dissipation in a much larger target structure. For a description of a typical

simulation setup for irradiation simulations, we again refer to the recent review

article on ion and electron irradiation effects in nanostructured materials.40 If

the reader is particularly interested in ion irradiation of graphene, we refer to

the (so far) only MD study on the subject18.

3.1 Empirical potentials (EP)

Empirical (or analytical) potentials are a set of equations which give the energy

of the system as a function of the positions of the atoms. For each, a set of

parameters is fitted to reproduce experimental results, or results obtained with

methods of higher accuracy (typically DFT data). During the years, several

interaction models have been developed for carbon. The most widely used

one is the hydrocarbon potential by Brenner,49 and its extensions.50;51 For

metals, models such as embedded atom method are widely employed.52;53 For

covalently bonded materials, bond order formalism, as implemented in Tersoff-

like potentials (including the Brenner potential),49;54;55 has proven to be a very

good approximation. The major drawback of the empirical potentials is the

fact that they have been fitted to a set of parameters which have been obtained

for certain reference structures (typically in equilibrium). Thereby, one can

never be sure how well these methods describe situations which have not been

included in the fitting database. Nevertheless, empirical potentials have played

an important role in increasing the understanding of ion irradiation in bulk

materials, as well as in carbon nanostructures.

3.2 Tight binding (TB)

A step towards higher accuracy from EP is the tight binding (TB) model. TB

is the simplest quantum mechanical method in atomistic simulations. In this

approach the Schrödinger equation is solved for electrons moving in a field of

atom cores, but the exact Hamiltonian is replaced by a parametrized matrix.
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Parameters are most often obtained by fitting to the experimental or DFT

data. Typically, atomic-like basis sets are used so that the Hamiltonian has

the same symmetry properties as the atomic orbitals. A non-orthogonal self-

consistent charge TB method56;57 with parameters derived from DFT calcula-

tions (a second-order expansion of the Kohn-Sham total energy in DFT with

respect to charge density fluctuations) has been successfully applied to model

electron irradiation effects in covalently bonded materials such as carbon nanos-

tructures.58–60 DFT-based TB (DFTB) has also been used to model electron

impacts in h-BN and BN nanotubes (along with carbon structures),61 but, most

likely due to ionic bonding, the BN results have caused much confusion when

compared to the experimental results. Recent first principles calculations seem

to resolve this issue.62 For carbon materials this problem does not exist. Be-

cause fitting to the experimental data is avoided in DFTB, it has a much greater

transferability than the conventional TB approaches. This makes it well suited

for simulating irradiation events.

3.3 Density functional theory (DFT)

DFT approach (a good overview of the formalism and its implementation is

offered in Ref.63) relies on two theorems by Hohenberg, Kohn and Sham. The

theorems state that: (1) the ground state energy of a non-degenerate electronic

state is a unique functional of its density; (2) this energy can be found by

variation of the universal density functional with respect to the charge density.

Hence, explicit treatment of the wavefunction of the system is not required.

Instead, charge density is enough to find the ground state energy. This reduces

the parameter space in the optimization from 3N (where N is the number of

ions and electrons in the system) to 3 (spatial coordinates). However, the exact

density functional is not known and must be approximated.

DFT and other quantum mechanical methods have a high accuracy, but

they are computationally demanding. This limits the studied systems to a few

hundred atoms and simulation times to picoseconds. Hence, most irradiation-
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related problems are out of reach for these methods. DFT describes well the

atomic structure of defects in many materials, and it has been successfully

used for simulating behaviour of various defected systems. This makes DFT

indispensable in understanding the structures after the irradiation event.

3.4 Time-dependent DFT (TD-DFT)

Conventional MD simulations are based on the Born-Oppenheimer approxima-

tion, which assumes that electrons are always in the ground state when the

dynamics of the atoms is considered. For most cases, this is a valid assumption.

However, when the velocities of the ions (atoms) approach the Fermi velocity

vF of the material (in graphene vF = 8×105 m/s, or c/300), this approximation

becomes invalid. For ion irradiation, this limit would be reached at irradiation

energy of 3 keV for proton as the projectile. In cases such as this, a combi-

nation of time dependent DFT and classical MD for ions64;65 can be used to

obtain microscopic insight into the interaction of energetic particles with target

atoms, because the dynamics of the electronic system and that of the ions are

treated on the same footing in real time. This method has also been applied in

simulating proton collisions with carbon nanostructures66.

3.5 Summary of the simulation methods

Due to the differences in the computational cost of the methods, they can be

used to model events at different time scales and systems of different size. MD

simulations within EP can be used to understand the microscopic processes

during the ballistic phase of an irradiation event. In graphene, probability for

creating collision cascades is drastically lowered from that of bulk structures

because of the two-dimensional structure, but they nonetheless occur when the

ion displaces a target atom with a trajectory in the direction of the graphene

plane. In fact, the conventionally used binary collision model (in which the

exact atomic structure of the target material is not explicitly described) fails in

describing ion irradiation of graphene due to absence of collision cascades, as
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described in Ref.18 After the ballistic phase, MD can also describe the formation

of heat spikes, their thermalization, formation of a sound/shock wave and how

it spreads beyond the regime of the ballistic collisions. MD can also describe

the nature of the defects produced. However, the major drawback of the MD

method lies in the description of the defect structures and energetics. Quantum

mechanical methods (DFTB, DFT) can provide a much more reliable picture

of defect properties. As was mentioned above, these methods are limited by

the system sizes and time scales they can handle. However, combining results

of EP MD simulations and DFTB/DFT calculations makes it possible to reach

accurate understanding on the actual defect production occurring during ion or

electron irradiation of graphene and other carbon nanostructures.

4 Theoretical analysis of defects in graphene

More than 11% of the studies listed by ISI Web of Knowledge for a search

with keyword “graphene” featured also words related to defects (e.g. “defect”,

“dislocation”, “vacancy”) (see Fig. 1). This gives an idea on the interest of

the scientific community on defects in this material. As mentioned above, de-

fects are interesting both by themselves because e.g. intrinsic defects appear

in graphene used in experiments (especially in CVD grown graphene), and be-

cause they offer a possibility for tailoring the electric and magnetic properties of

graphene and graphene-based electronic devices via controlled introduction of

defects. Moreover, with respect to irradiation effects, it is clearly impossible to

completely understand the irradiation response of any material without precise

microscopic knowledge of the defect formation mechanisms.

The multitude of carbon allotropes with a variety of shapes and sizes is due

to the ability of carbon to exist in various hybridizations. This also means that

carbon networks can reorganize the atomic structure like no other material can

do. New bonds restructure the lattice around defects by creating modified but

coherent networks which retain many of the original properties of the structure.
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This leads to a basically unlimited number of ways to accommodate extra and

missing atoms in graphene. Carbon nanomaterials are also well known for their

ability of self-healing during annealing.

In the following, we will turn our focus on both natural (intrinsic) defects

and defects which can form due to electron or ion irradiation. Main stress will

be on computational work in accordance with the topic of this Monograph. We

will first discuss point defects, such as vacancies and carbon adatoms, including

topological defects, e.g., Stone–Wales defects. We will also address the evolution

of point defects by briefly touching upon impurity atoms in graphene. The

actual processes leading to the irradiation-induced defects are discussed later.

We will also discuss line defects such as dislocation lines.

4.1 Point defects

Two of the most often considered defect structures in carbon nanomaterials are

a mono-vacancy and a carbon adatom. Adatoms play the role of interstitials

in graphene because there is not enough space for an interstitial to fit into the

two-dimensional structure. In principle, an additional atom could fit into the

open hollow of one of the hexagons, but this is energetically so much unfavored

that it will never happen in practice. Another important example is the so

called Stone-Wales defect formed by rotating a C–C bond.

4.1.1 Mono- and di-vacancies

When one carbon atom is simply removed from the graphene lattice, an imme-

diate Jahn-Teller distortion67–69 occurs to saturate the dangling bonds of two

of the three under-coordinated carbon atoms [see Fig. 3(f) and Fig. 8]. This

leads to a (5-9) defect structure in which one dangling bond remains in the mid-

dle of the 9-membered carbon ring. Contrary to metals, these reconstructions

are a very prominent feature of vacancies in carbon nanomaterials, as demon-

strated for example by high pressure created by removing atoms from carbon

nanotubes25 at high temperatures, so that the atomic bonds can efficiently
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reconstruct. Formation energy for a mono-vacancy in graphene is about 7.5–

7.7 eV as estimated with DFT calculations both within local density approxima-

tion (LDA)68 and generalized gradient approximation (GGA).70;71 Formation

energy is here defined as

Ef = Ed(N − n) + nµC − E(N), (1)

where Ed(N − n) is the total energy of the defected structure composed from

N −n atoms, µ = E(N)/N is the chemical potential for carbon, E(N) the total

energy of the pristine system with N atoms and n the number of removed atoms

when creating the vacancy. Note that Ef defines the energy difference between

the defected system and the pristine one. It does not describe the energy needed

to actually produce the defect – which is higher than Ef – because of a kinetic

barrier in between the two states. Migration barrier for mono-vacancies has

been estimated to be around 1.3–1.7 eV in graphene.68

After removing the under-coordinated atom of a mono-vacancy, a new bond

is formed between the two new under-coordinated atoms, similar to what hap-

pens for a mono-vacancy (see Fig. 8). Thus we now get a (5-8-5) defect which

is conventionally considered di-vacancy structure of carbon nanomaterials. Be-

cause of the saturation of all dangling bonds in the structure, we have again

a sp2-bonded carbon network (although with slightly distorted bond angles)

where all atoms have three neighbors. In that way, graphene (and other sp2-

bonded carbon structures) are self-healing under irradiation. The saturation

of the dangling bonds also leads to curious energetics of graphene vacancies

since the di-vacancy formation energy is ca. 7.28 eV (or 3.64 eV/n where n

is the number of missing atoms, as given by DFT GGA calculations with PBE

parametrization72;73; earlier DFT LDA value is 8.7 eV68) i.e. sililart to that of a

mono-vacancy. Di-vacancies have been thought to remain immobile in graphene

due to a migration barrier of 7 eV.68 However, taking into account the bond

rotation process, they can actually travel under an electron beam. This matter
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Figure 8: Different simple defect structures in graphene. Stone–Wales defect
is obtained from pristine graphene by rotating the marked bond. In a similar
manner, (555-777) is obtained from (5-8-5) and (5555-6-7777) from (555-777)
by rotating the marked bonds. Also the under-coordinated atom of the mono-
vacancy structure is marked.
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is discussed in more detail below in the context of electron irradiation.

4.1.2 Multi-vacancies

As there is no way of removing an odd number of carbon atoms in such a way

that the under-coordinated atoms could saturate the dangling bonds, it is clear

that all energetically favored vacancy structures have an even number of missing

atoms. This is similar to what was noticed for carbon nanotubes earlier.74 The

main difference between graphene and nanotubes is that in nanotubes a local

diameter change assists in accommodating the locally lowered atomic density.

A recent study75 considered some simple multi-vacancy structures in graphene,

and concluded that these defects could appear in nanoporous graphene with

up to 1% concentration. However, the atoms in graphene can easily rearrange,

which opens up the possibility for more complex polygon networks than what

can happen in nanotubes or what was considered in Ref.75 Nanoporous graphene

has also been considered as a membrane for gas separation.76

An interesting example of complex polygon networks is the previously men-

tioned hæckelite structure77 which consists of pentagons and heptagons ar-

ranged as a group of three pairs (555-777). When an individual (555-777)

defect78 is incorporated into graphene sheet (see Fig. 8), it is easy to notice

that it accommodates two missing atoms. More interestingly, this structure

can be obtained from the (5-8-5) defect by simply rotating one bond. As the

local strain is reduced by transforming the octagon and tree hexagons to one

pentagon and three heptagons, this defect has lower formation energy than the

(5-8-5) di-vacancy [3.31 eV/n (DFT GGA); similar value has been reported

in literature78;79]. Moreover, Lee et al. showed80;81, using a TB model com-

bined with MD, that a (5-8-5) divacancy can be formed from two separated

vacancies via migration, and that the divacancy can transform to a (555-777)

via bond rotation during the dynamical simulations. However, as the barrier

for bond rotation is estimated to be at least 4-10 eV (depending on the local

atomic configuration),82 temperatures above 3000 K were needed to initiate
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these transformations during times reachable in the simulations.

Jeong et al. did an extensive comparison of the energetics of dislocations

and combinatorial (555-777) defect structures and noted that the (555-777)

defects are energetically favored when eight or less atoms are missing, whereas

dislocations would be preferred after this.83 However, (555-777) and (5-8-5) are

not the only possible di-vacancy structures which can occur in graphene. By

rotating a nearby bond, a structure with four pentagons, four heptagons and

one rotated hexagon (by 30◦) in the middle of the grain boundary of alternating

pentagons and heptagons is formed (5555-6-7777)79 (see Fig. 8). Although this

defect has a higher formation energy (ca. 3.35 eV/n) than the (555-777) defect,

the energy difference is minor when compared to the (5-8-5) di-vacancy. In

fact, in graphene nanoribbons (5555-6-7777) has been reported to have a lower

formation energy than (555-777).79

It turns out that the (5555-6-7777) can be considered as the elementary

multi-vacancy structure in graphene. The vacancy structure can be extended

by adding these structures right next to each other so that pentagons of one

overlap with the heptagons of the other. A rotated hexagon is obtained at

each such polygon in the lattice. When more and more defects are added (and

atoms thus removed), the structure starts to form a small misoriented grain

in the graphene superlattice. For four and six missing atoms, it is possible to

arrange these defects so that the formation energies (2.86 eV/n and 2.70 eV/n,

as given by DFT GGA, respectively) are clearly below those for dislocations

or combinatorial (555-777) defects. There is no reason why this could not be

extended to larger multi-vacancy structures.

As a conclusion, there is a multitude of ways to arrange carbon atoms to

form a polygon network to compensate for a certain number of missing atoms.

However, the lowest energy multi-vacancy structures in graphene are formed

by kernels of rotated hexagons which are accommodated to the zigzag edges of

the surrounding graphene superlattice by a chain of alternating pentagons and

heptagons. This notion is supported by the experimental results of extended
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electron irradiation, which typically yields defects of this type (see Fig. 2).

4.1.3 Carbon adatoms

Carbon interstitials have played an important role in explaining radiation dam-

age in graphite. These defects can easily appear after ion or electron impact,

because of the empty space between the separate graphene layers. In principle,

for each created mono-vacancy there exists an interstitial carbon atom some-

where else in graphite. Therefore, irradiating graphite will lead to formation of

Frenkel pairs.84 Adatoms also have an interesting role in self-healing of defected

carbon nanotubes.42 Again because of the two-dimensional structure, Frenkel

pairs are far less frequently created in graphene, as displaced atoms are typically

sputtered away (instead, vacancies will appear). As was mentioned above, no

interstitial atoms in traditional sense exist in graphene. Instead, any additional

atoms in graphene structures remain on top of the structure as adatoms.

Although creation of vacancies is less likely to produce adatoms in graphene

than interstitial atoms in graphite, adatoms can still appear under certain ex-

perimental conditions. The reason for this is that graphene samples always

contain carbon absorbates from which a TEM beam can sputter atoms which

get trapped on the graphene mono-layers. When following the evolution of de-

fect structures under TEM, one sometimes observes surprising increase in the

number of carbon atoms at the defect, which is due to travelling carbon adatoms.

The minimum energy configuration for carbon adatoms is the bridge structure

in which the atom occupies a position on top of a carbon-carbon bond, as was

shown recently.85;86 The migration barrier in graphene has been estimated to

be ca. 0.47 eV85 (earlier estimates were even lower87), which means that they

are highly mobile.

Carbon adatoms have also been suggested to play a role in catalyzing bond

rotations82 and self-healing processes,88 and when joined as dimers to lead to

inverse Stone–Wales defects and extended graphene bubble structures with lo-

cally introduced slight curvature.89;90 However, bubbles of this kind remain to
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be observed experimentally. Some interest in carbon adatoms on sp2-bonded

carbon structures has also resulted from the indications for introducing mag-

netism in these systems via additional atoms.85;91

4.1.4 Impurities on graphene

Impurity atoms can hardly be considered referred to as native defects in graphene.

However, we want to stress that a considerable body of research has been car-

ried out on this topic. On one hand, metal atoms and clusters play a major

role in the catalytic activity during growth of carbon nanomaterials, and on

the other hand, they have a major influence on the properties of these struc-

tures.26 The chemisorbed adatoms on graphene either position themselves on

top of a hexagon, on top of a carbon bond (e-type) or on top of a carbon atom

(s-type).92 Adatoms have been widely discussed in the context of magnetism

(see e.g. Refs.93–95), but this has been far from the only subject of adatom

studies.93;94;96–104

In addition to metal atoms, since B and N are the natural dopants in car-

bon systems, much interest has emerged on doping carbon nanomaterials with

boron and nitrogen. For example, MD simulations9;10 have shown that it is

possible to get up to 40% of the impinging ions into the substitutional position

in carbon nanotubes by selecting the irradiation energy appropriately. Later

experiments confirmed that N irradiation of nanotubes indeed leads to substi-

tutional doping.11;12 Although the mentioned studies were made with carbon

nanotubes, there is no fundamental physical reason why this would not work for

graphene. Furthermore, due to the lack of curvature, one can expect even higher

substitution probabilities for graphene than what was found for nanotubes.

Another topic which has gathered much attention regarding carbon nano-

materials is their ability to bind hydrogen in order to use them in hydrogen

storage applications, to solve yet another problem which humankind is facing

at the moment. So, perhaps ironically, carbon nanomaterials are considered to

be a part of the solution for putting forward so-called carbon-free technology,
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in which the energy production is no more based on fossil fuels. Since also this

topic is beyond native defects and only remotely related to radiation damage in

graphene, we simply list here in an exemplary way a few recent studies touching

upon the subject (see e.g. Refs.96;99;105–107). Some work has also been done on

hydrogen-related defects and their properties.108–110

4.1.5 Topological defects

So-called Stone–Wales defect111 is probably the most famous defect in carbon

nanostructures (see Fig. 8). It can be formed by selecting one bond in the

hexagonal lattice and rotating it by 90◦ to transform four hexagons to two

pentagons and two heptagons (5-7-5-7). Thus, the system is still composed of

the ”correct” number of atoms, but the atoms are arranged in a ”wrong” way,

so that we deal with topological disorder.

The formation of the SW defect is assisted by local curvature so that the for-

mation energies are lower in fullerenes and carbon nanotubes than in graphene.112–114

It is believed that the graphene sheet with a SW defects remains flat, although

a recent study115 utilizing highly accurate quantum mechanical calculations

suggested that the formation of the defect could introduce a slight curvature

in the lattice. The Stone–Wales defects have also been observed during TEM

experiments [see Fig. 3(c)]. Although it has the lowest formation energy of

any defects in carbon nanostructures (Ef ≈ 5.8 eV in graphene according to

quantum Monte Carlo calculations;115 DFT GGA value is close to 4.6 eV), it

is so high that room temperature equilibrium concentration should be too low

to explain the frequent observations. As explained below, these defects are ac-

tually introduced during the observation under a TEM at acceleration voltages

starting from ca. 80 kV via knock-on collisions between an electron and a single

target atom.

In general, bond rotation is the other important way for altering graphene

morphology in addition to removing atoms. Since bond rotations can change

the hexagonal structure into a network of alternating pentagons, hexagons and
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heptagons (or even tetragons and octagons although they have been much less

frequently considered), this allows for a way to drastically change the local

atomic structure but retaining the sp2 bonding and thus flat – or almost flat –

carbon membrane.

4.2 One-dimensional defects: Dislocations and grain bound-

aries

A glide dislocation monopole in graphene is formed by a pentagon-heptagon

pair so that the shortest possible dislocation involves either a Stone–Wales de-

fect or a inverse Stone–Wales defect, as shown in Ref.89 Dislocations of different

lengths – involving different numbers of missing atoms – are illustrated in Fig. 9.

In their study,83 Jeong and co-workers showed that dislocations are energeti-

cally favored over so-called hæckelite structures77;80;81 when each structure has

the same number of missing atoms (N > 8), as mentioned above in the context

of multivacancy structures. In addition to accommodating missing atoms, ex-

tended dislocation structures serve as grain boundaries when they occur between

two graphene grains with differing orientations.

A set of advanced ways of organizing the dislocation monopoles in a graphene

superlattice was recently considered by Yazyev and Louie.116 They developed

a systematic approach for constructing atomic structures of topological defects

in graphene, and were able to find grain boundary structures which exhibit

extremely low formation energies (see Fig. 10 for example structures). The

authors note that none of the considered atomic arrangements exhibited either

electronic states at the Fermi level or magnetic moments.

With respect to the atomic configurations, one must keep in mind that in

reality there are several other issues which play a role in determining the actual

grain boundaries in addition to equilibrium thermodynamics of graphene. For

example, when graphene is grown on a nickel substrate, the missmatch between

graphene lattice and the underlaying Ni(111) surface leads to the formation of

a grain boundary consisting of alternating sets of octagons and pentagon pairs
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Figure 9: The initial geometries [(a)-(d)] and the relaxed geometries [(e)-(h)] of
graphenes containing four [(a) and (e)], six [(b) and (f)], eight [(c) and (g)], and
ten [(d) and (h)] vacancy units. Crosses and dashed lines in (a)-(d) indicate the
positions of carbon vacancies and zigzag chains of carbon vacancies, respectively.
The bold lines in (e)-(h) indicate pentagon and heptagon rings formed by the
structural relaxation. From Ref.83.
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Figure 10: (a-c) Atomic structures of (1,0) and (1,1) dislocations, and a
(1,0)+(0,1) dislocation pair, respectively. The dashed lines delimit the intro-
duced semi-infinite strips of graphene originating at the dislocation core. Non-
6-membered rings are shaded. (d,e) Atomic structures of the θ = 21.8◦ (LAGB
I) and the θ = 32.2◦ (LAGB II) symmetric large-angle grain boundaries, re-
spectively. The dashed lines show the boundary lines and the solid lines definite
angles θ1 and θ2. (f) Buckling of the graphene layer due the presence of a (1,0)
dislocation. From Ref.116

(see Fig. 11)17. Another way of obtaining this structure would be to align

di-vacancies in graphene to the zigzag orientation. In contrast to the above-

mentioned grain boundaries, this atomic arrangement was reported to display

occupied electronic states at the Fermi level and thus to have metallic nature.

5 Irradiation-induced defects

All the discussed defects can be produced, at least in principle, by electron or

ion irradiation of graphene. In order to fully understand why particular defects

are more commonly encountered in the experiments, it is not sufficient to simply

study the structure and energetics of the defects, but also the microscopic effects

responsible for their production must be known.

5.1 Electron beam–driven morphological changes

The most accurate methods suitable for modeling electron beam damage in

solids (DFT, TDDFT) cannot explicitly describe collisions of energetic electrons
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Figure 11: Structural model and schematic formation of an extended one-
dimensional defect in graphene. Two graphene half-lattices, with unit cell vec-
tors a1 and a2 (shown as dashed arrows), are translated by a fractional unit
cell vector 1/3(a1 + a2), indicated by the vertical vector (solid arrow) (a). The
two half-lattices can be joined along the a1−a2 direction, indicated by the hor-
izontal vector, without any unsaturated dangling bonds, by restructuring the
graphene lattice. The domain boundary can be constructed as shown, by join-
ing two carbon atoms, indicated by the two arrows, along the domain boundary
line. This reconstructed domain boundary forms a periodic structure consisting
of octagonal and pentagonal carbon rings. The underlying Ni(111) structure
illustrates how the extended defect is formed by anchoring two graphene sheets
to a Ni(111) substrate at slightly different adsorption sites. If one graphene do-
main has every second carbon atom located over a fcc-hollow site (red) and the
other domain over a hcp-hollow site (blue), then the two domains are translated
by 1/3(a1 + a2) relative to one another. The calculated adsorption energies
for these two domains are very similar, but both are lower in energy than a
third possible adsorption configuration with all carbon atoms on hollow sites,
as shown in c. The DFT relaxed geometry of the defect structure, including
bond lengths (in Å) and bond angles, is shown in b. From Ref.17
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and ions in a solid. However, the damage created by energetic electrons can still

be computed. Instead of launching an electron towards the structure in question,

we can limit ourselves to studying what happens after the fact, i.e., after the

electron-ion collision has happened. To model the processes occurring in a TEM,

it is sufficient to know the acceleration voltage used in the experiment. Then it

can be relativistically calculated how much momentum (and thus kinetic energy)

an electron can transfer (as a maximum) to a target atom:23

Tmax =
2ME(E + 2mc2)

(m+M)2c2 + 2ME
, (2)

where M is the mass of the target ion and m that of an electron, E the energy

of the relativistic electron, and c the speed of light. If we now assign this kinetic

energy to a certain target atom and follow the time evolution of the system, we

can understand how certain TEM conditions will alter the morphology of the

target material. However, in order to understand all events which can occur, one

obviously must also consider energy transfer below the maximum (T < Tmax),

and at all possible scattering angles.

The most important parameter is the displacement threshold Td, which de-

notes the limiting kinetic energy above which the target atom will be displaced

from its initial position. In pristine graphene this leads to a production of a

single vacancy. In the case of a pre-existing vacancy, an additional atom will

be sputtered. A thorough study was recently carried out within the DFTB

approach by Zobelli and co-workers61 in which Td was calculated as a func-

tion of the scattering angle in carbon and BN nanotubes as well as in graphene

(see Fig. 12; note the different notation for kinetic energy) and hexagonal BN

mono-layers. Although their results for BN have caused some confusion in the

interpretation of later experiments117;118 it was still possible to explain the

experimental results for the lowest energies used. Later DFT calculations62

showed that indeed the displacement thresholds were underestimated, proba-

bly because of problems in describing the charge transfer in BN systems within
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Figure 12: Three-dimensional representation of the map of the emission thresh-
old function Ed(δ, γ) for a carbon atom in a graphitic layer as a function of the
spherical coordinates δ and γ. The color scale indicates the emission energy val-
ues from 20 eV to more than 100 eV. The sphere indicates the emission direction
for the ejected carbon atom. The sphere is centered on the initial position of
the targeted C atom. From Ref.61

the DFTB model. In general, as discussed in Ref.61, the theoretical Td values

can be expected to be 10–20% higher than the experimental ones, because only

the ground-state dynamics is considered in the calculations. The beam-induced

excitations may reduce the bonding energy of the atoms in the lattice, thus re-

ducing the threshold energy. However, as the effect is expected to be systematic,

one can assume that the obtained thresholds are over-estimations, and simply

correct for this effect by reducing the threshold value to match the reference

experimental data.

In order to calculate the actual displacements occurring under the electron

beam, one can use the equation for the displacement cross section for a target

atom within the McKinley-Feshbach formalism for Coulomb scattering119 as23

σ =
4Z2E2

R

m2c4
πa2

0

(
1− β2

β4

)
×

{
1 + 2παβ

(
Td

Tmax

)1/2

− Td

Tmax
[1 + 2παβ

+ (β2 + παβ) ln
(
Tmax

Td

)]}
, (3)

where Z is the atomic number of the target atom, ER the Rydberg energy
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(13.6 eV), a0 the Bohr radius (5.3 × 10−11 m), β = v/c, and α = Z/137.

Displacement rate becomes thus

p = σj, (4)

where j is the beam current.

The McKinley-Feshbach formalism assumes a uniform displacement thresh-

old distribution over the relevant space angles. Although this at first might

seem an unappropriate approximation noting that the Td values, as reported

in Ref.61, vary from close to 20 eV up to more than 100 eV (DFT GGA value

is ca. 22.2 eV, or 17.8–20.0 eV with a 10–20% correction corresponding to an

acceleration voltage of 89.5–99.6 kV), one must also remember that due to the

mass difference between an electron and a carbon atom, the possible scatter-

ing angles are all close to the direction parallel to the eletron beam. Within

these angles, as seen in Fig. 12, the variations in Td are rather small, and thus

applying the McKinley-Feshbach formalism is justified.

After introducing the McKinley-Feshbach formalism, we now apply it for

estimating electron beam damage in solids. As mentioned, the typical view has

been that Td is sufficient to describe the process. If energies higher than Td

are considered, it is obvious that the displaced carbon atom can introduce more

structural changes in graphene. This obviously requires that the displacement

occurs in a direction along the graphene plane, as noticed by Yazyev et al. 84 For

example, they observed formation of Stone–Wales defects when a carbon atom

is displaced into some in-plane directions with T > 30 eV. This and another

example of their findings are shown in Fig. 13. The remarkable reorganization

ability of carbon when the local atomic structure is disturbed is evident from

this figure.

However, the in-plane displacement with T > Td cannot account for the

reorganization which has been observed in graphene under continuous bom-

bardment with electrons, as shown in Fig. 2(b), because in a typical TEM
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Figure 13: Top: The mechanism of formation of a Stone-Wales defect upon in-
plane knock-on displacement. The carbon atoms involved in the rearrangement
are marked with letters. Bottom: Atomic structures of 7-5-4-8 and 5-7-7-4-4-9
topological arabic numbers indicate non-hexagonal ring. From Ref.84
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experiment graphene is set perpendicular to the electron beam for the best pos-

sible imaging conditions. Therefore, local heating effect of the electron beam

has sometimes been thought to cause the reorganization events, as displayed in

the high temperature simulations by Lee et al. 80;81. This explanation fails for

two reasons: (1) graphene is an excellent heat conductor, which means that any

produced heat would be quickly dispersed to the whole structure and (2) single

collisions between an electron and an ion would not bring about such heating as

what would be required for providing enough energy for overcoming the 4–10 eV

barriers for bond rotations.

The answer to this puzzle lies again in the extraordinary ability of carbon

to reorganize when its atomic structure is perturbed. When simulations are

carried out for momentum values (the momentum transferred from the electron

to the ion) right below Td at various space angles close to the electron beam

direction, three outcomes are found. The most typical event is a failed ejection

of an atom which leads back to pristine graphene. The second most typical

event is the formation of a Frenkel pair where the atom can almost escape the

graphene sheet, but still gets attached to it after it has moved away from its

original position (Fig. 14). Due to low migration energy barrier, the atom can

easily find its way back to recombine with the corresponding vacancy. The third

possibility is a bond rotation, which occurs when the local atomic structure is

perturbed, when the displaced atom either (1) is moved out from its original

position, but doesn’t have enough time to relax back before the atom returns

(Fig. 15), or (2) circles around one of its neighbors due to the kick by the electron

and drops back next to its original position thus forming the Stone–Wales defect

(see Fig. 16).

These different processes have each a different kinetic energy threshold, sim-

ilar to Td, which defines the corresponding rate p at which they occur under a

certain TEM beam. Therefore, by changing the acceleration voltage of the TEM,

which defines the processes which can occur and corresponding p, one can select

the ratios at which different processes occur. Below low-energy–limit, nothing
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a b

c d

e f

Figure 14: Formation of a Frenkel pair due to electron irradiation. As the atom
remains close to the formed vacancy, it can easily migrate back and the defects
can recombine. DFTB MD result.

a b

c d

e f

Figure 15: Formation of a Stone–Wales defect via the ’direct’ mechanism in
which the displaced atom simply falls back to its original position, but pushes
another atom during the process to cause a bond rotation. DFTB MD result.
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Figure 16: Formation of a Stone–Wales defect via the ’circle’ mechanism in
which the displaced atom circles its neighbour and initiates the bond rotation.
DFTB MD result.

happens to graphene, whereas at the other extreme (high energy and/or high

dose) large holes are created. In between, the knock-on collision–driven bond

rotations are active and play an important role in accommodating the locally

lowered atomic density by producing complex polygon networks. The low Td

for displacing any dangling bond atoms in graphene (13.5 eV, or 10.8–12.2 eV

with a 10–20% correction) is so low, that they are effectively ejected already at

low acceleration voltages (50.0–62.8 kV), which means that under-coordinated

carbon atoms are rarely observed in the complex polygon networks.

5.2 Ion irradiation–induced defect production

Since ions are much heavier than electrons and can thus transfer larger mo-

mentum to the target, ion irradiation has more profound effects on solids than

electron irradiation. As mentioned before, the energy transfer to the electronic

system of the target structure is not treated properly within the classical MD,

but this is only relevant to simulations of graphene irradiation for high energies
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Figure 17: Comparison between DFT (GGA) and EP on the penetration barriers
of various noble gas ions through a middle of a hexagon in graphene sheet as a
function of the ion mass.

for the impinging ions. However, within the TDDFT formalism this effect is

treated properly as demonstrated in Ref.66

In a recent study,18 noble gas ion irradiation of graphene was simulated using

the empirical potential by Brenner49 to describe the carbon-carbon interaction

amended with a correct description at short inter-atomic distances45 and the

universal repulsive potential for carbon-noble gas ion interactions.45 To check

for the validity of this method, graphene Td was calculated by the Brenner

interaction model (22.04 eV), and a surprisingly good agreement with DFT

value (22.2 eV) was noted. Also the minimum kinetic energy needed for an

Ar ion to cause an ejection of a carbon atom in graphene was calculated for

both EP model and DFT GGA dynamical calculations. Obtained values were

32.33 eV and 32.74 eV, respectively. A good agreement was also noted for the

penetration barrier for the noble gas ions through graphene. Again a good

agreement between EP MD and DFT MD (see Fig. 17) was seen. From these

comparisons it was concluded that the used EP method adequately describes

the major features of the ion irradiation process of graphene.

From the results of the EP MD simulations, it was found that the produced

defects can be grouped into following categories: mono-vacancies, di-vacancies,

amorphous regions, Frenkel pairs and Stone–Wales defects. The last two con-

tributed only a minor fraction to the bulk of the observed defects. Amorphiza-
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tions included larger defected areas consisting of randomized polygon networks

covering areas of up to 60 Å2, but typically involving only one or two ejected

carbon atoms. Any defects more complex than di-vacancies created in graphene

are due to secondary recoils of a displaced carbon atom in the target plane.

Overall, the general trends for defect production in graphene under ion ir-

radiation are as follow. If scattering angle for the carbon atom is close to the

initial velocity of the ion, a mono-vacancy is produced [Fig. 18(a-d)] unless the

ion hits right in the middle of a carbon-carbon bond and has such a velocity

that the collision cross section between the ion and the two closest atoms is

large enough to sputter both atoms and create a di-vacancy [Fig. 18(e-h)]. Oth-

erwise, if a carbon atom is ejected, depending on the exact scattering angle

and transferred momentum, the carbon atom can initiate ejection of another

carbon atom [Fig. 18(i-l)] or a larger in-plane collision cascade which will lead

to an amorphization event [Fig. 18(m-p)]. An in-plane collision will only occur

at high irradiation energies, because it requires that the target atom is essen-

tially immobile during the time it interacts with the ion; symmetric interaction

with respect to the graphene plane will result in a displacement in direction

perpendicular to the velocity of the ion.

Probabilities for producing various defects are presented for all considered

ions as functions of irradiation energy in Fig. 19 along with a schematic illustra-

tion of the simulation setup and examples of the defect structures. By carefully

selecting ion species and energy, it is possible to select such parameters from

the data that for example 50% mono-vacancies and 50% di-vacancies will be

produced with no additional defects. Varying this ratio, it is possible to study

the effects these defects have on the electronic properties of graphene. One in-

teresting aspect is the fact that when the energy is increased, for example for a

Xe ion, the total defected area will be smaller than what would be procuded at

lower energies with the same irradiation dose (for 2 MeV Xe the defected area

becomes 30% of that of energies close to 0.5 keV). This opens up the possibility

of using graphene in ion beam analysis methods as a membrane for irradiating
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Figure 18: Defect creation processes during an ion irradiation event. Mono-
vacancy is always produced by a direct knock-on displacement by the incoming
ion (a-d). For di-vacancies, two formation mechanisms exist: direct displace-
ment of both two atoms by low-energy ions (e-h) and higher-energy in-plane
displacement of one atom which knocks out the second atom (i-l). All higher
order defects are created by the in-plane displacements as shown in the exam-
ple of a complex defect (m-p). Missing atoms are marked with squares in the
last frame for each defect. Note that the lattice reconstructions have not had
enough time to occur in these snapshots (and do not customarily appear in EP
simulations, which needs to be taken into account when analysing the EP MD
results).
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Figure 19: Production of defects in graphene under ion irradiation as revealed by
EP MD. (a) Simulation setup. (b) Number of sputtered atoms per ion impact as
a function of ion energy. [(c) and (d)] Probability for single and double vacancy
formation as a function of ion energy. The insets show the atomic structures of
the reconstructed vacancies. (e) Average area covered by a single defect (when
formed) – typically still an sp2-bonded network of carbon atoms. The areas
corresponding to a SV and DV are marked. (f) Probability for creating defects
other than SV/DV (except FP/SW), see the inset for an example. From Ref.18.

volatile targets or targets which can not be put into a vacuum chamber (like

pieces of art or living cells), especially when high energy ions can be used. Also,

since the mono-vacancies dominate at the lower energies, where also the total

damaged area is larger, it is evident that energies close to the mono-vacancy

production maximum would be ideal for instance for cutting graphene with a

focused ion beam (FIB).

The above results were obtained for ions oriented perpendicular to the graphene

sheet. An additional parameter to control the defect production is the irradia-

tion angle, bringing the number of parameters to three (ion mass m, energy Kion

and angle ψ). By varying the angle, one can shift the energies both at which the

penetration of the ion through the graphene sheet occurs and when graphene

becomes transparent for the ions (Fig. 20). The angle variation gives also some

control on the defect types which will be created since by tilting graphene the

projected atomic density under irradiation increases.

Clearly, the defect production in graphene under ion irradiation is a rather

complex problem even for the non-bonding noble gases. As was shown above,
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Figure 20: Defect creation probability of graphene under ion irradiation as a
function of both irradiation angle ψ and energy K. Image courtesy of Ossi
Lehtinen, University of Helsinki, Finland.

atomistic simulations will provide such insight into the relevant processes which

can not be obtained using any current experimental methods. However, much

of the work still remains to be done on this matter. Especially determining

the conditions at which ion irradiation can be used to dope graphene with

various elements such as boron, nitrogen or magnetic metals will be crucial if

this method will be used in nanoengineering graphene with impurity atoms.

6 Conclusions and outlook

Understanding the structure and energetics of native defects in graphene is

crucial since they may govern the electronic properties of the material. Espe-

cially CVD-grown graphene is known to contain a large number of dislocations

and grain boundaries. In addition to pre-existing defects, some defects will in-

evitably be produced during the preparation of the material for applications.

Moreover, defects can also be introduced deliberately into the structure in order

to modify or study the properties of the system. Although the history of radia-

tion damage studies in graphitic materials dates back to the past–World-War-II

era, many of the microscopic processes which occur during the radiation pro-

cess have remained unknown, especially in the context of mono-layer graphene,

which became available for experiments only in the middle of the last decade

(2004).

Effects of continued electron irradiation can be considered as collective sam-

pling of separate elastic collisions between an electron and a target atom, each

of which – when having any effect – will either (1) eject the atom, (2) create a
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Frenkel pair where the displaced atom remains in the system as an adatom on

graphene and can easily migrate back, or (3) cause a bond rotation. The actual

rates for each of the events depends on the acceleration voltage i.e. kinetic

energy of the electrons, and can be estimated within the McKinley-Feshbach

formalism for Coulomb scattering. At the low energy limit, electron irradiation

has no effect on graphene, whereas at the high energy/high dose limit atoms

are simply sputtered. Curiously, in between these two extremes, graphene can

accommodate the loss of atoms by reorganizing to form a complicated network

of non-hexagonal rings via bond rotations.

Ion irradiation has a much stronger effect on graphene because of the larger

momentum transfer between the ion and a target atom. When the transferred

energy exceeds the displacement treshold, and the scattering angle of the tar-

get atom is close to the initial velocity of the ion, a mono-vacancy is always

produced. When an ion hits in between two carbon atoms, which are nearest

neighbours, and with a sufficient collision cross-section, a di-vacancy is directly

produced. All other defects, and in fact also some di-vacancies, are created

via secondary processes which are initiated by an in-plane displacement of the

carbon atom. These only occur at high irradiation energies.

Atomistic simulations are the only way for obtaining detailed knowledge

on microscopic events occurring during a radiation process of graphene. As

graphene is the ultimately thin membrane with its thickness of only one atomic

layer, the conventional knowledge of radiation damage in solids must be revised

for this special case. Moreover, since carbon displays more flexibility in its

ability to form molecules and rearrange bonds than any other element, many

of the occurring processes are highly non-trivial. This opens possibilities to use

atomistic simulations on radiation damage of carbon nanomaterials for designing

experiments and methods which can be used for nanoengineering these exciting

materials for possible uses in nanoelectronics, or perhaps as hydrogen storage.

To sum up, in this Chapter we presented an overview of the latest theoretical

and experimental data on defects in graphene. We showed that atomistic com-
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puter simulations carried out at different levels of sophistication ranging from

empirical potential to first-principle techniques have proven to be an indispens-

able tool in the interpretation of the experimental results and in getting the

microscopic understanding of the types of defects present in this material. We

analyzed the structure of not only native but also irradiation-induced defects,

and gave a detailed account of how the defects influence graphene properties.

We also discussed at length the mechanisms of defect formation under ion and

electron irradiation and pointed out new avenues for defect-mediated engineer-

ing of graphene-based structures and materials.
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Garcia-Vidal, A. Rubio, and F. Flores. Tuning the conductance of single-

walled carbon nanotubes by ion irradiation in the anderson localization

regime. Nat. Mater., 4:534, 2005.

[17] Jayeeta Lahiri, You Lin, Pinar Bozkurt, Ivan I. Oleynik, and Matthias

Batzill. An extended defect in graphene as a metallic wire. Nat Nano,

5:326–329, 2010.

[18] O. Lehtinen, J. Kotakoski, A.V. Krasheninnikov, A. Tolvanen, K. Nord-

lund, and J. Keinonen. Effect of ion bombardment on a two-dimensional

target: atomistic simulations of graphene irradiation. Phys. Rev. B,

81:153401, 2010.
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